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Abstract 

This paper presents an algorithm for compressing data that has been encrypted or hidden, as well 

as capturing performance – the average time it takes to encode and decode (compress / 

decompress) a lossless file up to 30%, using the Huffman coding algorithm. 
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Аннотация 

В данной статье представлен алгоритм сжатия данных, которые были зашифрованы или 
скрыты, а также фиксирование производительности – среднего времени, за которое 
происходит кодирование и декодирование (compress / decompress) файла без потерь до 
30%, с помощью алгоритма кодирования Хаффмана. 
Ключевые слова: сжатие без потерь данных; анализ среднего времени алгоритма 
Хаффмана; кодирование Хаффмана; защита данных с помощью сжатия данных; 

эффективность сжатия данных без потерь. 
Для цитирования: Костиков В.А., Маслова М.А. Сжатие зашифрованных и скрытых 
данных. Фиксирование среднего времени при проведении алгоритма кодирования 
Хаффмана // Научный результат. Информационные технологии. – Т.6, №4, 2021 – С. 27-33. 

DOI: 10.18413/2518-1092-2021-6-4-0-4 

 

INTRODUCTION 

 

The current problem is the space occupied on the storage medium. Strange as it may seem, it is the 

fact that the data that is on the media can be reduced by up to 30% without data loss. Therefore, by 

implementing this compression algorithm, it is possible to save your resources. The only question is: 

"how much time is needed to compress the files?". Of course, a lot depends on the processing power of 

the machine you're working on and the amount of data to be compressed. Nevertheless, based on the files 

to be stored on the server, you can calculate the average time of compressing files. 

This solution is necessary because compression allows and performs the function of hiding data on 

the server. Such a solution has already been considered as a stegochannel or audio file hiding. Therefore, 

this measure is important as well as hiding the image or audio file on the server [1, 2]. 
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Fig. 1. Data compression using the Huffman coding method (%) 

Рис. 1. Сжатие данных с помощью метода кодирования Хаффмана (%) 
 

Therefore, it is necessary to understand what can be compressed and in what volumes. Within the 

framework of this article such factors of data compression algorithm will be considered as: efficiency, 

speed and practicality. Of course, the efficiency and practicality considered, which proves how much 

information can be compressed without data loss. At this point, it is necessary to consider and fix the 

average operation time. 

 

MAIN PART 

 

In order to determine how fast the file data can be compressed and decompressed - a series of tests 

will be conducted in the form of a cycle of repetitions and measurement of the average operation 

execution time of this Huffman algorithm. This test is subjective and may have different values for 

different PCs, as the measurement is related to the computing power of the machine. When programming 

it is necessary to consider first of all the components of computer: central processing unit (CPU), main 

memory (RAM), storage device - hard disk drive (HDD) or more modern storage device - flash drive 

(SSD) [3].  

When the program is started (in our case everything happens through the PyCharm IDE), the 

program execution data is copied from the permanent secondary (additional) memory to the main 

memory of the PC. After booting up, the CPU will start executing the program. Let us consider this step 

from the technical side - the CPU follows the "fetch-execute cycle" operation, which translates as "fetch-

execute cycle" [4]. Initially the first rule is fetched from memory, then it is decoded to define the essence 

of execution of this program fragment, then it is fetched and decoded completely and then the next rule is 

executed. I.e. the main principle of calculating PC is the execution of the cycle. Therefore, the power 

(speed) of calculation of these or those files, mainly depends on the constituent parts of the PC. 

You should also take into account the fact of your PC workload - free disk space, other executable 

files that can influence the speed of calculations (compress/decompress). Also you should take into 

consideration the state of the operating system on which the computation tests are performed. 

Before testing for average data compression rate using the Huffman method, it is necessary to 

imagine what kind of PC composition is being acted upon: 

1. Processor (CPU): Intel® Core™ i5-8400 CPU @ 2.80GHz 

2. Installed memory (RAM): 8.00 GB, 

3. System type: 64-bit operating system, x64 processor, 

4. Operating system (OS): Windows 10 Home. 

There is no more information about testing. The PyCharm IDE (Python 3.9) is also used. This 

information will be used further to denote computing performance.  
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We use the Huffman code which is based on the condition that some file data can be used more 

often than others. This principle allows compressing file data considerably (up to 30%) (considered as 

*.txt format). The main issue besides efficiency is its execution time [5].  

Thus, we have a number of factors that directly influence the computation of the machine and, 

consequently, the compression time is a variable, but nevertheless, having the initial configuration, as 

well as the estimated values and possible changes during the power conversion both in the whole VM and 

OS, we can determine the values that we will get at the output, depending on the use of a particular means 

of VM and OS. Statistical data will be obtained, which will allow us to focus on the average execution 

time of the program performing the coding function of the Huffman algorithm. 

 

RESEARCH RESULTS AND THEIR DISCUSSION 

 

The following results were obtained as a result of the test, which was created using the "while" 

loop: 

- average encoding time (comress) is - 18.020284133 seconds for 100 (one hundred) passes, 

- average decoding time (decompress) is - 20.72587044 seconds for 100 (one hundred) passes. 

 

 
 

Fig. 2. The result of the average time spent on the implementation of coding by the Huffman method  

(compress / decompress) 

Рис. 2. Результат среднего времени, затраченного на выполнение кодирования методом Хаффмана 
(compress / decompress) 

 

For a more objective analysis, it is also worth mentioning that the program was executed 100 

times to get the average time for the Huffman coding process (compress/decompress). 

 

 
 

Fig. 3. Average encoding time (compress / decompress) by Huffman method 

Рис. 3. Среднее время кодирования (compress / decompress) методом Хаффмана 
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Fig. 4. Average encoding time (compress / decompress) by Huffman method 

Рис. 4. Среднее время кодирования (compress / decompress) методом Хаффмана 

 

Let's calculate how much time it takes to compress (compress / decompress) 1 KB of information 

using Huffman's method. Based on the data obtained in the study of data compression efficiency, you can 

determine how much time it takes to compress 1 GB of information. To do this, we obtain the file 

compression rate, using the following formula to find the value of A (Speed Compress File): 

 

      (1) 

 

 (2) 

 

According to the data obtained, we can say that the compression rate of the file is 

, which is a good indicator. Knowing this parameter, we can calculate how much 

time it takes to compress a file with the required weight. Then determine how much time it takes to 

convert a 1 GB file, knowing the compression rate of the file (A): 

 

       (3) 

 

  (4) 

 

It is assumed that given the need for compression, for example, a text file (with *. txt extension) – 

a file with a speed of  it is possible to convert in about , 

which is, of course, a rather average value. At use of the received data it is necessary to be defined in 

necessity of compression of the given format with the given volume of the information. Next, let's look at 

the next very important parameter – the ability to determine how many data files can be converted, 

knowing the preliminary weight as well as the time: 

 

      (5) 

 

     (6) 

 

Thus, it is possible to estimate the amount of data to be compressed, as well as to calculate the 

possible actions, knowing the capabilities of your PC and OS. At the same time it is necessary to 

remember that this factor is fundamental. 
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A – measurement of quantitative data per second, how much data can be converted per second 

(Speed Compress File, data/sec);  

V – in what time it is possible to convert a file with information with a certain weight, knowing 

the data conversion speed (Time For Wanted Data, time);  

S – how many units of data files can be converted, knowing the file weight and measurement time 

of quantitative data (Number Of Files, units).  

 

Due to the fact that mostly compression time is considered both encoding and decoding 

separately. In some cases exactly decoding time can decide a huge role, although in other cases, may not 

play a role at all [6]. In our case, however, the difference between encoding and decoding is small, about 

13%, which is 2.70558631 seconds. Due to the fact that the data are supposed to be stored and "pulled" if 

necessary, these figures are insignificant.  

So, for comparison, to understand how much information is compressed for 18.020284133 

seconds, which is as much as 3446 KB, then complete work of Leo Tolstoy "War and Peace" in English 

and Russian is - 2011 KB, and only English text of this work is - 755 KB data [7]. It can be noted that the 

data is sufficient for such a file extension.  

These results and indicators are not bad, but they could be improved with more powerful 

computing equipment. For this purpose it is necessary to compare the estimation of processor 

performance.  

For our processor Intel Core i5-8400 - the figure is 5467.65. Taking into account the fact that new 

processors have been released, the compression result of 18.020284133 seconds is satisfactory for this 

figure. Let's consider what features processors of next generations have. Let's take the average and high 

(benchmark) in comparison, orienting, with the help of rating [8]. 

 
Table  

Comparative characteristics of central processors 

Таблица  
Сравнительная характеристика центральных процессоров 

№ CPU Overwall rating Frequency 
Year of 

release 

Cores / 

threads 

1 AMD Ryzen Threadripper 3990X 51363.66 2900 MHz 2020 64 / 128 

2 Intel Core i9-11900KB 15217.57 3300 MHz 2021 8 / 16 

3 Intel Core i5-8400 5696.89 2800 MHz 2017 6 / 6 

 

 
Fig. 5. Processor power rating 

Рис. 5. Рейтинг оценки можности процессоров 

 

As can be seen from Fig. 5 – the power of processors is different, but as practice shows, despite 

the high score, the statistics cannot be calculated with the help of the evaluation rating, and, accordingly, 

it cannot be estimated. It is assumed that from the data presented in Fig. 5, it is possible to speed up the 
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code, namely on average from 5% to 40%, with the help of processor (CPU) computing technique, but 

also RAM and other components. 

Thus, it is offered to check in practical way and fix average speed of conversion (compress / 

decompres) of files by means of Huffman method. Also there is a possibility to optimize code, using 

built-in functions, as well as Numba and Cython code, which speeds up at least 4 times the code, which 

will significantly increase productivity [9, 10]. 

 

CONCLUSIONS 

 

The given indicators of speed of work of the program of conversion (compress / decompress) of 

files by means of the method of Huffman have shown, that average time of coding (comress) makes - 

18.020284133 seconds for 100 (hundred) passes, and average time of decoding (decompress) makes - 

20.72587044 seconds for 100 (hundred) passes; the values allowing assuming possible labour input, time 

and speed of work of a code, and also efficiency and practicality of compression of Huffman code itself 

were calculated: 1. , 

2. , 3. . 

Also, the work identified the main factors on which the outcome of the average speed of 

computation: the central processing unit (CPU), random access memory (RAM), the hard disk drive 

(HDD) or flash drive (SSD), as well as parameters such as the OS. It was considered the prospect of 

improving this coding Huffman – code optimization, which can eliminate the additional processes that 

also affect the speed of calculation, as there is a possibility of using the already built-in functions of 

calculation and conversion and use of the following possible solutions – Numba and Cypthon. These 

solutions will give better results in the long run, with the same resource costs.  

Thus, summarizing all told above, using all possibilities – program and technical, it is possible to 

accelerate the code in times with its use everywhere without restrictions. At this stage it is reasonable to 

use the code for data up to 10,000 KB to save time and wasted resources. 
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