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Abstract 
The article demonstrates the theoretical foundations of the mathematical apparatus − ЭСО 
continuum of linear programming. It demonstrates a technique for solving problems with the use 
of orthogonal systems of functions. The article was an exact solution of the problem of variational 
calculus to linear constraints. The purpose of the work is to develop accurate methods of solving 
the problem in the class of Legendre polynomials. The study demonstrates an ability to build the 
exact solution of the problem and the conditions under which the decision is allowed. Based on 
the properties of Legendre polynomials, an exact solution of the problem of continual linear 
programming is provided, in which the integrands and functional limitations are presented in 
rows of finite degree. Analytically, it is proven that the solution obtained is a limiting case of the 
linear combination of delta functions. It is shown that the parameters of the optimization problem 
of finding the unknown functions plan contains half of the variables than in the canonical method. 
Recommendations are given for the construction of the optimization algorithm. There is a 
possibility of extending the proposed technology solution in the direction of using other systems 
of orthogonal polynomials.  
Keywords: continual linear programming; Legendre polynomials; delta function. 

ɉɢɝɧɚɫɬɵɣ Ɉ.Ɇ. ɊȺɁɊȺȻɈɌɄȺ ɆȿɌɈȾɈȼ Ɋȿɒȿɇɂə ɁȺȾȺɑ ɄɈɇɌɂɇɍȺɅɖɇɈȽɈ 
ɅɂɇȿɃɇɈȽɈ ɉɊɈȽɊȺɆɆɂɊɈȼȺɇɂə ɋ ɂɋɉɈɅɖɁɈȼȺɇɂȿɆ 
ɉɈɅɂɇɈɆɈȼ ɅȿɀȺɇȾɊȺ 

ɩɪɨɮɟɫɫɨɪ ɤɚɮɟɞɪɵ ɤɨɦɩɶɸɬɟɪɧɨɝɨ ɦɨɧɢɬɨɪɢɧɝɚ ɢ ɥɨɝɢɫɬɢɤɢ, ɞɨɤɬɨɪ ɬɟɯɧɢɱɟɫɤɢɯ ɧɚɭɤ, ɞɨɰɟɧɬ 
ɇɚɰɢɨɧɚɥɶɧɵɣ Ɍɟɯɧɢɱɟɫɤɢɣ ɍɧɢɜɟɪɫɢɬɟɬ “ɏɉɂ”, ɭɥ. ɉɭɲɤɢɧɫɤɚɹ, ɞ. 79-2, ɝ. ɏɚɪɶɤɨɜ, 61102, ɍɤɪɚɢɧɚ 

e-mail: pom7@bk.ru 

Ⱥɧɧɨɬɚɰɢɹ  
ȼ ɫɬɚɬɶɟ ɩɪɟɞɫɬɚɜɥɟɧɵ ɬɟɨɪɟɬɢɱɟɫɤɢɟ ɨɫɧɨɜɵ ɦɚɬɟɦɚɬɢɱɟɫɤɨɝɨ ɚɩɩɚɪɚɬɚ ɤɨɧɬɢɧɭɭɦ 
ɥɢɧɟɣɧɨɝɨ ɩɪɨɝɪɚɦɦɢɪɨɜɚɧɢɹ. ɉɨɤɚɡɚɧɧɵɣ ɦɟɬɨɞ ɪɟɲɟɧɢɹ ɡɚɞɚɱ ɤɨɧɬɢɧɭɚɥɶɧɨɝɨ 
ɥɢɧɟɣɧɨɝɨ ɩɪɨɝɪɚɦɦɢɪɨɜɚɧɢɹ ɫ ɢɫɩɨɥɶɡɨɜɚɧɢɟɦ ɨɪɬɨɝɨɧɚɥɶɧɵɯ ɫɢɫɬɟɦ ɮɭɧɤɰɢɣ. ȼ ɫɬɚɬɶɟ 
ɩɨɥɭɱɟɧɨ ɬɨɱɧɨɟ ɪɟɲɟɧɢɟɦ ɡɚɞɚɱɢ ɜɚɪɢɚɰɢɨɧɧɨɝɨ ɢɫɱɢɫɥɟɧɢɹ ɩɪɢ ɧɚɥɢɱɢɢ ɥɢɧɟɣɧɵɯ 
ɨɝɪɚɧɢɱɟɧɢɣ. ɐɟɥɶɸ ɪɚɛɨɬɵ ɹɜɥɹɟɬɫɹ ɪɚɡɪɚɛɨɬɤɚ ɬɨɱɧɵɯ ɦɟɬɨɞɨɜ ɪɟɲɟɧɢɹ ɡɚɞɚɱɢ ɜ ɤɥɚɫɫɟ 
ɩɨɥɢɧɨɦɨɜ Ʌɟɠɚɧɞɪɚ. ɉɪɨɞɟɦɨɧɫɬɪɢɪɨɜɚɧɚ ɜɨɡɦɨɠɧɨɫɬɶ ɩɨɫɬɪɨɢɬɶ ɬɨɱɧɨɟ ɪɟɲɟɧɢɟ 
ɡɚɞɚɱɢ ɢ ɭɫɥɨɜɢɹ, ɩɪɢ ɤɨɬɨɪɵɯ ɪɟɲɟɧɢɟ ɫɭɳɟɫɬɜɭɟɬ. Ⱥɧɚɥɢɬɢɱɟɫɤɢ ɞɨɤɚɡɚɧɨ, ɱɬɨ 
ɩɨɥɭɱɟɧɧɨɟ ɪɟɲɟɧɢɟ ɫɥɟɞɭɟɬ ɢɫɤɚɬɶ ɜ ɜɢɞɟ ɥɢɧɟɣɧɨɣ ɤɨɦɛɢɧɚɰɢɢ ɞɟɥɶɬɚ-ɮɭɧɤɰɢɣ. Ⱦɚɧɵ 
ɪɟɤɨɦɟɧɞɚɰɢɢ ɩɨ ɩɨɫɬɪɨɟɧɢɸ ɚɥɝɨɪɢɬɦɚ ɨɩɬɢɦɢɡɚɰɢɢ. ɍɤɚɡɚɧɨ ɧɚ ɜɨɡɦɨɠɧɨɫɬɶ 
ɢɫɩɨɥɶɡɨɜɚɬɶ ɩɪɢ ɪɟɲɟɧɢɢ ɞɚɧɧɵɯ ɡɚɞɚɱ ɞɪɭɝɢɯ ɫɢɫɬɟɦ ɨɪɬɨɝɨɧɚɥɶɧɵɯ ɦɧɨɝɨɱɥɟɧɨɜ. 
Ʉɥɸɱɟɜɵɟ ɫɥɨɜɚ: ɤɨɧɬɢɧɭɚɥɶɧɨɟ ɥɢɧɟɣɧɨɟ ɩɪɨɝɪɚɦɦɢɪɨɜɚɧɢɟ; ɦɧɨɝɨɱɥɟɧɵ Ʌɟɠɚɧɞɪɚ; 
ɞɟɥɶɬɚ-ɮɭɧɤɰɢɹ. 

Introduction 
The simplest of these tasks can be solved by 

conventional means, if it is the class of functions in 
which a decision is based [1, p.25]. It was found that the 
quality of the solution is higher the more "a delta" has a 
character of its analytical solution. It is shown that the 
exact solution of the simplest problem of continual 
linear programming must be sought in the class of delta 
functions [1, p.48]. In general, the synthesis problem 

can be formulated as follows: Let the input of a linear 
system with a known frequency response signal is, the 
spectral power is described by the function. Find a 
function that maximizes functional:  

   
2

1

R

R

dRRXRC ,  21, RRR (1) 

and satisfying the limits for the spectral power of the 
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signal system. 

    
2

1

R

R

ii BdRRXRA ,   mi ,...,2,1  (2) 

  0tX , (3) 

where  RC ,  RAi - are integrated in the R 

function. The research in this article is dedicated to the 
development of exact methods for solving the above 
problem of continual linear programming (1)-(4). 

1. The formulation of the problem in the class
of Legendre polynomias 

LОЭ’s introduce the variable t [1, p.24]: 

12

122

RR

RRR
t




 , 
 

2

1212 RRRRt
R


  (4) 

with provision of which, we will get the next 
presentation of our problem: 

   
2

1

R

R

dRRXRC =
   








 



1

1

121212

22

RRRRt
C

RR

 
dt

RRRRt
X 






 


2

1212 ,    (5) 

   
2

1

R

R

i dRRXRA
   







 

 


1

1

121212

22

RRRRt
A

RR
i

 
dt

RRRRt
X 






 


2

1212 , (6) 

 
0

2

1212 





  RRRRt

X .   (7) 

Using the labeling for c(t) )(tai
, )(tx : 
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RRRRt

Xtx .  (9) 

LОЭ’s ЩrОsОЧЭ ЭСО ЩrШЛХОЦ ТЧ К МКЧШЧТМКХ ПШrЦ: 

   


1

1

dttxtc (10) 

   
ii bdttxta 



1

1

, mi ,..,2,1 , (11) 

0)( tx , (12) 

where c(t),a(t) because of integrability of  RC ,

 RAi  on the interval are the integrable functions on 

the interval  1;1t .

If the limits of the integration in (1) and (2) are 

respectively different and equal 21R , 11R  for (1) and 

22R , 12R (2) then selecting,  
ijRR max2  , 

 
ijRR min1  , ( 2,1i ; 2,1j ) and setting 

function   0RC  for  2111,RRR ,   0RAi

for  2212,RRR , when the problem is reduced to 

the form (1)-(3). 

2. Solution of the problem in the class of
Legendre polynomials 

The solution )t(x  is presented on the interval

 1;1t  in the form of an expansion in Legendre

polynomials  tPn  [4, p.64–74]:

   





0n

nn tPtx  ,    





1

1
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12
dttPtx

n
nn , 

   
n

nn

nn
dt

td

n
tP

1

!2

1 2 
 . (13) 

Representing the specified functions  tc ,  tai

(8) in the form of a convergent series, mi ,...,2,1 : 

   





0n
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1
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12
dttPtc

n
nn ,   (14) 

   





0

,

n

nnii tPta  ,    





1

1

,
2

12
dttPta

n
nini , (15) 

ХОЭ’s МШЦЩХв ЭСО ТЧЭОРrКЭТШЧ (10), (11) ШП ЭСО ПШrЦЮХК 
[4, p.71]: 
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and аО’ХХ РОЭ ЭСО sЭКЭОЦОЧЭ ШП ЭСО ЩrШЛХОЦ, аСТМС 
consists in maximizing function  



Pihnastyi O.M.Development of methods for solving the tasks of the continium linear 

programming using Legendre polynomials // ʠˈ˕ˈ˅ˑˌ ˉ˖рːаˎ «На˖˚ː˞ˌ рˈˊ˖ˎ˟˕а˕».  
ʠˈрˋя «Иː˗ˑрˏа˙ˋˑːː˞ˈ ˕ˈ˘ːˑˎˑˆˋˋ». – ʡ.ͷ, №ͷ, Ͷͷ6. 

14 

ɋɟɪɢɹ ɂɇɎɈɊɆȺɐɂɈɇɇЫȿ ɌȿɏɇɈɅɈȽɂɂ 

INFORMATION TECHNOLOGIES Series 

Fig. 1. LОРОЧНrО’s ЩШХвЧШЦТКХs  tPn , n=0, 1, 2, 3, 4, 5 

max
12

2

0






 n
n

n

n ,  (18) 

satisfying constraints 

in

n

ni b
n






 12

2

0

,  , mi ,...,2,1 ,    (19) 

  0
0




n

nn tP ,   1,1t . (20) 

LОЭ’s НОКХ аТЭС ЭСО solution of the problem (10)-

(12) for the case when the functions  RC ,  RAi

are represented by polynomials of degree N1, N2: 

  



1

0

N

n

n

n RRC ,     



N

n

n

nii RWRA
0

, ,    (21) 

with coefficients 
n  and niW , . These include the

problem of the LPC, which limits (2) defines the 

moment of order   
2

1

R

R

i

i
BdRRXR  to the range of 

variation of a random variable  21, RRR , 

[1, p.13-17]. The expression 
N

t  can be represented 

by the expansion of the form [5, p.79]: 

N
t =  
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n

nn tP
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N
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N  , 0n ,  (22) 

when  nN   is odd number,
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2

!
2

!212
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Nn

n

n ,      (23) 

when  nN   is even integer, which contains the

finite number N  LОРОЧНrО’s ЩШХвЧШЦТКХs  tPn . 

3. The usage of Legendre polynomials for
constructing exact solutions 

LОЭ’s ТЦКРТЧО, ЭСКЭ  RC  and  RAi  are

polynomials R  degree 1N  and 2N , 21 NN  . In the 

view of the identities (22), (23) with (8) functions

 tc ,  tai  are polynomials and the degree 1N  and

2N  with the expansion coefficients n , 
ni, , 

respectively (14) and (15). We represent the right 
side of (11) integral with the integrand containing 

Legendre polynomials, mi ,...,2,1 : 
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dttPtP
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nknii  ,  (24) 

   


1

1

dttxtai
=     







1

1 00

,

2

dttPtP
k

kk

N

n

nni  = 



Pihnastyi O.M.Development of methods for solving the tasks of the continium linear 

programming using Legendre polynomials // ʠˈ˕ˈ˅ˑˌ ˉ˖рːаˎ «На˖˚ː˞ˌ рˈˊ˖ˎ˟˕а˕».  
ʠˈрˋя «Иː˗ˑрˏа˙ˋˑːː˞ˈ ˕ˈ˘ːˑˎˑˆˋˋ». – ʡ.ͷ, №ͷ, Ͷͷ6. 

15 

ɋɟɪɢɹ ɂɇɎɈɊɆȺɐɂɈɇɇЫȿ ɌȿɏɇɈɅɈȽɂɂ 

INFORMATION TECHNOLOGIES Series 
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nkni ,   (25) 

and we will get an equation that must be solved for 

k , mi ,...,2,1 :
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nkni . (26) 

In the view of orthogonal polynomials  tPk

expression (26) can be presented as: 
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when 2Nk  . The solving for k  we will present as 

next 
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By substituting (28) into (27) we obtain 
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The solving is next: 
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where n  the constants of integration. The right side 

of formula (30) can be written as follows: 
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knk tttPtP
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, (31) 

that allows to present the solution (30) this way: 
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Indeed, integrating with the left side of (29), 
taking into account (15) we obtain: 
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On the other hand, using (32), a similar result 
can be written:  
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dttPtPtP
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n ta
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 . (34) 

An important fact is that if the coefficients n of 

one and quite simply determined by (11), (25), 

mi ,...,2,1 : 

   


1

1

dttxtai
= in

N

n

ni b
n




 12

22

0

,  . (35) 

The rest  21 NN   of the coefficients n  are 

determined from (18) with the unambiguous 
representation (28), (31). It should be noted that by 

virtue of (28) to determine n  the condition 0)( tx  

will be satisfied when N . This condition limits 

the range of acceptable solutions (10)-(12). 

4. An algorithm for solving the simplest
problem 

Consider the exact solution of the problem (1)-

(3) for functions   21 RRC  ,   10 RA  [1, p.24]: 

   



1

1

21 dRRXR ,  



1

1

0SdRRX ,   0tX ,

 1;1R . (36) 

Using (8) and (9) represent the task (36) in the 
form: 

   


1

1

dttxtc ,   21 ttc  , (37) 

   



1

1

00 Sdttxta ,   10 ta , (38) 

  0tx ,  1;1R (39) 

Functions  tc  (37),  ta0 (38) in a series in 

Legendre polynomials 

 tc =      





  tPtPtP 200

3

2

3

1
= 

=    tPtP 20
3

2

3

2
 ,  ta0 =  tP0 , (40) 
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where  tP01 ,    





  tPtPt 20

2

3

2

3

1
. 

This allows you to write the problem (37)-(39) as 
(18)-(20) as follows: 

max
15
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4
20   ,  (41) 

002 S
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0
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S
  , (42) 

  0
0




n

nn tP ,  1;1t . (43) 

Since (42)  ta0  is represented by one member of 

the decomposition  ta0 =  tP0  (40), the search 2  for

maximizing the functional (37) use the equation (32), 

1N , equating the coefficients in different k : 

0 =
2

0 , 0k , 0 = 002 S , (44) 

2 =  ntP20
2

5 , 2k . (45) 

Substituting 0  (42), 2  (43) to (41), we define 

nt  in which the expression (41) takes the maximum 

value: 

    nn tPtP 200200
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=    max1
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4
20  ntP (46) 

The function has a maximum value of the functional 

(37) is reached at   min2 ntP . Where should be

  5.002 ntP . Thus: 
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(47) 
when 
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12

k

knk tPtP
k

Stx . (48) 

Figure 2 shows the behavior of the functional 
value of M (47) depending on the number of 

polynomials in the solution  tx  (48) for 10 S . It can 

be seen that when 2k  no functional change its value 
remains constant. This result is due to the finite number 

of polynomials  tPn in the expansion of  tc  (40).

Fig. 2. The dependence of the value of the functional M(n) (46) on the number n of the Legendre polynomials  tPn

in the solution  tx  (47) for the case 10 S  

The solution (37)-(39) is shown in Figure 3. It 

can be seen that an increase in terms of expansion 

solution presented in the form of (32) takes a delta 

character. Each of the solutions presented provides a 

value of the functional (10) M=1 if the constraint for 

10 S  (11). However, compliance with the 

inequality   0tx  is satisfied for N .
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Fig. 3. Accuracy representation  tx  (47) for the case 10 S  according to the n in the expansion 

of  Legendre polynomials  tPn

Conclusion 
Investigation of properties of solutions of the continuum 

of linear programming have led to the following conclusions, 

which are as follows: 

1. If the functions  tc  and  tai are 

represented by finite power series of the form (21), 

the problem (10)-(12) has an exact solution 

   





0n

nn tPtx   presented Legendre polynomials 

(13). 

2. For calculating the coefficients k
determining the form of the solution  tx , we get

easy and convenient for practical calculation formula 

(28). 

3. Analitically shown that the solution

   





0n

nn tPtx   degenerates into a superposition of

delta functions, which confirms the conclusions 

drawn in [1, p.126] – the solution (10)-(12) must be 

sought as a linear combination of delta functions. 

4. Usage of the orthogonal system of functions

allowed to formulate noniteration ability to exact 

solution (30) of the problem (10)-(12). 

5. If for  tc  (14) and  tai  (15) do not permit 

expansion in an orthogonal set of functions in a finite 

series, then the solution may be found with a given 

accuracy. Its value is determined by the accuracy of 

representation of the specified functions  tc  and

 tai  finite power series (14), (15). 
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